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mABSTRACT : Eight multilayer feedforward artificial neural network based model swere devel oped
to predict daily suspended sediment concentration for the Baitarani river at Anandpur gauging
station using daily discharge and daily suspended sediment concentration. The 30 years data
(June 1977 to September 2006) used inthisstudy was divided into two setsviz. atraining set (1977-
1996) and atesting set (1997-2006). Artificial neural networks (ANN) models were calibrated by
using multilayer feedforward back propagation neural networks with sigmoid activation function
and Levenberg-Marquardt (L-M) learning algorithm. The performance of the developed models
was evaluated qualitatively and quantitatively. In qualitative evaluation of models, the observed
and the computed suspended sediment concentrati on were compared using sediment hydrographs
and scatter plots during testing period. Akaike’s information criterion (AIC), correlation co-efficient
(r), mean square error (M SE), root mean square error (RM SE), minimum description length (MDL),
co-efficient of efficiency (CE) and normalized mean square error (NMSE) indices were used for
guantitative performance evaluation of the models. Results on the basis of qualitative and
guantitative evaluation indicate that M-6 model with (7-5-5-1) network architecture is better than
all models at Anandpur station and it was also found that artificial neural network based model is
better than physics based models such as sediment rating curve and multiple linear regression.

mKEY WORDS:Multilayer feedforward artificial neural networks, Levenberg-Marquardt (L-M)
learning algorithm, Sigmoid activation function, Suspended sediment concentration modeling,
Sediment rating curve, Multiplelinear regression.
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il, one of the earth materials, isvery important to

stain thelife on earth. Serious concern in many

arts of theworld isexperienced dueto accelerated
erosion which was caused by environmental disturbance
directly or indirectly by human beings. Main contributing
factors for occurrence of such problems are rapid
urbanization, expansion of agriculture and deforestation
which change land use pattern and this asking for the

development, conservation and utilization of soil and
water resources in such a way that high productivity
and sustai nability isensured. Soil erosion not only reduces
thequality of water but also createstheflooding problem,
where it deposits. Much emphasis was given to resolve
complex water resource management problemsinwhich
key component for study was to develop deep
understanding of sediment |oad estimationinriver. Various
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factors were responsible for causing variability in
sediment load among all factorsrainfall aswell asstream
flow was to significant factors which effect suspended
load concentration (Jie and Yu, 2011). The quality of
runoff and sediment yield also depend on the rainfall
intensity, duration, initial soil moisture, land useand land
cover, slope of the watershed etc.

A great revol ution has been observed in prediction
and resolving hydrol ogic problemsby variousresearchers
when artificial neural networks were used as tool with
any system theoretic model. Main character of black
box was to simulate complex natural process and,
therefore, it was considered of much significance when
it wasemployed to solve different types of water resource
problems. ANNSs, one of the most popular soft computing
techniques, are example of systemtheoretic models. They
have been used to model water fluvial systeminthefield
of engineering and applied hydrology. M odel devel opment
isbased upon input and output data and no understanding
of physical lawsarerequired. Non linear systemswhich
cannot be modelled by traditional method can bemodelled
by ANN. ASCE (2000 a and b) gave concepts of ANN
and its application in hydrology and itsalied fields. In
recent years, artificial neural networks based system
theoretic models have been employed in solving
hydrological and meteorological problemssuch asrainfall
runoff modelling, runoff sediment modelling (Singhetal.,
2013; Rai and Mathur, 2008; Kisi et al., 2012; Gharde et
al., 2015; Jain, 2001; Kermani et al., 2016; Kumar et
al., 2016; Olyaie et al. 2015; Ghorbani et al., 2013;
Eisazadeh et al., 2013; Shabani and Shabani, 2012;
Kumar et al., 2011 and Kisi, 2010), river flow estimation
(Nayak et al., 2004), evapo-transpiration process (Kuo
et al., 2011 and Khoob, 2008), optimization of water
supply system, ecological and hydrological response
assessment to climate change, modelling of reservoir
inflow and operation, remediation of ground water and
prediction of ground water quality, drought forecasting
etc.

It was found that geomorphology based neural
network is better than non geomorphol ogy based neural
network for sediment yield prediction (Sarangi and
Bhattacharya, 2005). Imrie et al. (2000) enhanced the
generalization through a supervised system to the
extrapol ation propertiesand cascade correlation learning
architecture by using a suitable activation function.
Dawson and Wilby (1998) explained behaviour of an

artificial neural networks based rainfall runoff model.
Danh et al. (1999) and Elshorbagy et al. (2000)
predicted runoff by using two criterioni.e. fixed stopping
criterion and independent variabl es, through feed forward
error back propagation in ANN and then the model was
compared with the results obtained through available
conceptual models.

The main purpose of the present study is
development, validation and performance eval uation of
ANN models to estimate concentration of suspended
sediment on daily basis for the Baitarani river at
Anandpur station located at the outlet of the Baitarani
river basin falling in the state of Odisha, India and
comparison of best selected model with the physicsbased
models such as SRC and MLR.

B METHODOLOGY
Description of the study area :

TheBaitarani river originatesfrom the Guptaganga
hills ranges near Mankarancho village and flows
eastward and joins the Bay of Bengal. The maximum
and minimum annual rainfall is 3094 mm and 642 mm,
respectively, and average rainfall is 1187 mm.

The Baitarani river basinislocated between 85°10'
to 87°03' east longitudes and between 20°35' to 22°15'
north latitudes. Most of the rainfall in the watershed is
received from the South-West monsoons from June to
September. About 80% of annual rainfall occurs during
Juneto September. Thetotal areaof Baitarani river basin
1510982 sg. km (Fig. A).

Fig. A: Location map of Baitarani river basin
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Artificial neural networks:
Multilayer feedforward network :

One or more hidden layers are present in the
multilayer feedforward neural networks. Itscomputation
nodes are known as hidden neurons. The hidden layer
intervenes between the input and the output in some
useful manner. The network has the capability to take
higher-order statistics by increasing one or more hidden
layers, whichisparticularly valuablewhen theinput layer
hasalarge size. According to Churchland and Sejnowski
(1992), the neural network obtainsaglobal perspective,
though it has local connectivity due to the extra set of
synaptic connections.

The nodes where computation occurs are called
computation nodes or neurons. Thereisno computation
intheinput layer, so the nodes of the input layer are not
the neurons.
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Fig. B : Daily SSC for monsoon season from 1977 to 2006 at

Anandpur station on Baitarani river
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Fig. C : Daily discharge for monsoon season from 1977 to
2006 at Anandpur station on Baitarani river
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Fig. D : Multilayer feedforward networks
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The input layer nodes which are source nodes of
the neural network supply and elements of the activation
pattern are called input vector, which constitute the i nput
signals applied to the neurons in the second layer. The
second layer output signals are used as input signals to
the third layer, and so on for the rest of the network.
Thearchitectural graphinFig. D illustratesthe layout of
a multilayer feed forward neural network for the case
of two hidden layers.

Learning processes of artificial neural networks:

There are two types of training or learning
mechanisms i.e. supervised and unsupervised. When a
set of input pattern and its known output patternisused
totrain the neural network, thistypeof learningiscalled
supervised learning. In unsupervised learning the system
learnsonitsown by finding regularitiesin theinput space
with the help of correlation and without direct feedback
from the teacher or user.

In this study, supervised learning has been used.
There are several algorithms for supervised learning in
ANNSs. Among these a gorithms, back-propagation isthe
popular dueto itssimplicity and effectiveness. The back-
propagation algorithm has emerged as the workhorse
for the design of a multilayer perceptron (MLP). MLP
iscompl eted by using aback propagation algorithm that
involves forward phase and backward phase.

>

Forward propagation of signals

Back propagation of errors

<

Fig. E: Directions of signal flow in an ANN

Theerror calculated at the output layer is sent back
to the hidden layers and then passed on to the input layer,
so that updates for the connection weights are
determined the sum square error.

Activation functions :

The activation function or transfer function is a
mathematical formulawhich used to find out the output
of a processing element. The connections between the
input layer and the middle layer contain weights as
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determined by training the system. In the present study,
sigmoid activation function has been used. A sigmoid
axon function having a S shape curve (sigmoid curve)
as shown in Fig. F and defined by the eqg. 4.

L]

Fig. F: Sigmoid axon function

_ 1
st = 1+e!t (1)

Multiple linear regression :

In multiple linear regression (MLR) equation,
relationship between dependent variable and several
independent variable by fitting in a linear equation.
Regression analysis is commonly used to describe
guantitative rel ationshi ps between a dependent variable
and one or more independent variables (Shirsath and
Singh, 2010). MLR are used to model linear variables
based on a least squares technique. However, MLR
present some shortcomings and drawbacksin predicting
nonlinear situations, giventheir nature of capturing strictly
linear relations.

Y =by+b,X, + DX, + s +b X 2
where, Y isthe dependent variable, by, b, b, b,
are the regression co-efficients for the linear equation

and X, X, .....X aretheindependent variables.

Sediment rating curve :
The SRC, generally follow the following form of
relationship givenineg. 3.

S =a(Q) (€)
where, a and b are the co-efficients, S is present

day suspended sediment concentration and Q, is present
day discharge. The values of a and b for a particular
stream are determined from data viaalinear regression
between log S and log Q,. A major limitation of this
approach isthat it is not able to consider the hysteresis
effect. In this study, the values of aand b are computed
by using the least squares method (Jain, 2008 and Rajaee
et al., 2009)

Model development :
Sandardization of raw data :

Toavoidthe possibility of amodel from giving more
importance to some variables as compared to others,
datais standardized between certain constant values (Rai
and Mathur, 2008). In this study, data have been
standardized between 0 to +1 using the eq. 4.

- ><-Xmin
XX (4)

max min

where, X'is the standardized value if the raw data
value x, x __ and x . are the maximum and minimum
values of raw data value x, respectively.

Identification of input and output variables :

Input variables selectionisacrucia step for model
forecasting as they decide the structure of the ANN
model and affect output of model. Several combinations
of the discharge and suspended sediment concentration
were tried to construct the proper input structure.

Development of artificial neural networks models :

After theidentification of input and output variables,
variousartificial neural networks modelswere developed
for the Anandpur station and the devel oped models for
ANN arelisted in Table A.

Training and testing of MLP-ANN models :

Data accounting from year 1977 to 1996 was used
for model training and data accounting from year 1997
and 2006 was used for model testing for Anandpur
station. In this study, the training of ANN models was
done by using single and double hidden layers neural
networks, sigmoid activation function, processing
elements from 1 to 10 in both the hidden layers
simultaneoudy, L evenberg-Marquardt learning rule, 0.001
training threshol d with maximum 1000 number of epochs.
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Table A : List of various ANN modelsfor Baitarani river basin
Model Output-input variables

M-1 S =1 (Sen, Q)

M-2 S =1 (Sen, Qu Qen)

M-3 S = (Se1 Se2r Qu Qeny)

M-4 S =1 (S Ser Qu Qe Quo)

M-5 S =1 (St Sty Seear Qv Qe Q)

M-6 S =1 (Sen, Se2r Seap Quw Qeryy Q) » Quea)

M-7 S = (Sew, Sty Seear St Qn Qeenyy Q) Qed)

M-8 S =1 (Sen, Stz Seea S, Qu Qeny, Qeea s Qrea), Queay)
where, § S S, S

t-1), “(t-2), “(t-3), t—4), Qt’ Q(t-l), Q(t-2), Q(t-3)
and Q ]

are present day suspended sediment
concentration, one day lag suspended sediment
concentration, two days lag suspended sediment
concentration, three days lag suspended sediment
concentration, four days lag suspended sediment
concentration, present day discharge, one day lag
discharge, two days lag discharge, three days lag
discharge and four days lag discharge, respectively.

Performance evaluation of models :

Performance measures are used to indicate how
well amodel performsitstasks. The performance of the
model can be measured qualitatively and quantitatively.
In thisstudy, sediment hydrographs and scatter plotsare
used for qualitative performance evaluation of models
and the different performance evaluating indices were
used for quantitative performance eval uation of models
and discussed below;

Normalized mean square error (NMSE) :

PNM SE
Néi 0 Sej2- (aiN:OScij)2 (5)

cij

N

NMSE =

éjpzo
Root mean square error (RMSE) :

% (6)

RMSE =

Correlation co-efficient (r) :

Karl Pearson co-efficient of correlation has been
used in this study. A positive correlation co-efficient
indicatesthat the observed and computed valuestend to
go up and down together. If the variablesgo in opposite
directions, it resultsin anegative correl ation co-efficient.
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&7 (S - Som) 8121 (Ssi - Scm)
T A, S0 AL, S "
Minimum description length (MDL) ;

Rissanen’s minimum description length (MDL),
similar to theAlC, combinesthe error of model with the
number of degree of freedom to find out the level
generaization. Thegoal here, isto minimizethisterm.

MDL (k) = N In (MSE) + 0.5 k In (N) 8

Akaike’s information criterion (AIC) :

Akaike’s information criterion (AIC) measures the
trade off between training performance of the model
and network size. The goal in this case isto minimize
thisterm so that a network with the best generalization
isproduced.

AIC (k) = 2k + N In (MSE) 9

Co-efficient of efficiency (CE) :

Co-efficient of efficiency computes the goodness
of fit between the measured and the computed val ues of
a model. An efficiency of 1 shows a perfect match
between computed and measured values. An efficiency
of 0 indicates that the model computed values are as
accurate as the average of the measured data, whereas
an efficiency less than zero shows that observed mean
is abetter computer than that of the model.

&L (S, -S)°
| i,\il(so\ - Som)2

where, S, and S, are the computed and measured
suspended sediment concentration for i™" exemplar, S,
and S, are the mean of computed and observed
suspended sediment concentration values, N isthe total
number of observations in the training or testing data
set, k isthe number of network weights, Pisthe number
of output processing elements, S, ; isthe computed output
for it observations and at j" processing el ement.

CE=1- (10)

B RESULTSAND DISCUSSION

Theresults obtained from the present investigation
as well as relevant discussion have been summarized
under following heads:

Qualitative performance evaluation of daily
suspended sediment concentration models :
In this study, various artificial neural network
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architectureswere applied usingtrial and error procedure
and network architecture which were found to be best
during testing and training periods at Anandpur station
using qualitative evaluation are shownin Table 1.

Table 1 : Best selected network architecture for models at

Anandpur station

Model Network architecture No. of epochsran
M-1 2-7-7-1 23
M-2 3-9-9-1 22
M-3 4-4-4-1 26
M-4 5-10-10-1 32
M-5 6-8-8-1 35
M-6 7-6-1 22
M-7 8-4-4-1 22
M-8 9-5-5-1 35

The observed and the computed suspended
sediment concentration for artificial neural networks
based model swere compared graphically using sediment
hydrographs and scatter plots during testing period
because during training period the model performance
can beimproved by over fitting the dataand that can not
be consider under selection of best models but model
performance during testing periodisindependent of this.

Performance evaluation based on sediment
hydrographs :

Sediment hydrographsfor qualitativeevaluation are
shown in Fig. 1. It was observed from the sediment
hydrographsthat out of eight models, M-7 very closely
predict the peaks accurately and rest of the modelsi.e.
M-1, M-2, M-3, M-4, M-5, M-6 and M-8 over predict
the peaks.

Performance evaluation based on scatter plots :
Scatter plotsare shownin Fig. 4. The observations
of scatter diagrams on the basis of best fit lineand 1:1
lineindicate that the suspended sediment concentrations
are over predicted for smaller values of suspended
sediment concentration and under predicted for larger
val ues of suspended sediment concentration using M-1,
M-4, M-5, M-6 and M-7 models and over predicting for
M-2 and M-8 models. It was also observed for model
M-7 that most of the suspended sediment concentration
values are under predicted and very few suspended
sediment concentration values are over predicted. The
values of co-efficient of determination (R?) for M-1, M-

2,M-3, M-4, M-5, M-6, M-7 and M-8 models are 0.986,
0.659, 0.670, 0.667, 0.673, 0.674, 0.703 and 0.571,
respectively.

It is observed from the scatter plot of model M-1
that al the datapointsare very closely near to theline of
best fit. Therefore, the M-1 model isfound to be best in
comparison to eight models for prediction of daily
suspended sediment concentration at Anandpur station.

Quantitative performance evaluation of daily
suspended sediment concentration models :

Performance evaluation indices for models during
testing period at Anandpur station are given in Table 3.
Based on the selected criteria, five artificial neural
networks based models i.e. M-1, M-3, M-5, M-6 and
M-7 were found to be performing better than out of the
eight models. M-1 model had the minimum values of
Akaike’s information criterion (-11895.47), minimum
description length (-11752.57), normalized mean square
error (0.3050), and root mean square error (0.0071 g/l)
and maximum values of co-efficient of efficiency
(0.9994) and co-efficient of correlation (0.993) in
comparison to M-3, M-5, M-6 and M-7 models.
Therefore, the performance of the M-1 model wasfound
to be best for prediction of daily suspended sediment
concentration at Anandpur station. The order of models
performance from best to worst for five selected models
was found to be M-1 > M-7 > M-6 > M-5> M-3.

On the basis of comparison between qualitative and
quantitative evaluation for best model at Anandpur
station, the M-1 model in which present day suspended
sediment concentration (SSC) depends on the present
day discharge and one lag day suspended sediment
concentration with (2-7-7-1) network architecturei.e. 2
input variables, seven-seven neuronsin first and second
hidden layers and single output processing element is
found to be best out of eight models.

Qualitative comparison of best ANN-MLP model
with physics based models :

The observed and the computed suspended
sediment concentration for artificial neural networks
based model swere compared graphically with theresults
of multiplelinear regression analysisand sediment rating
curve methods using sediment hydrographs and scatter
plotsduring testing period.

Internat. J. agric. Engg., 10(2) Oct., 2017 : 302-313 307 )
HIND AGRICULTURAL RESEARCH AND TRAINING INSTITUTE o



MODELING SUSPENDED SEDIMENT CONCENTRATION USING MULTILAYER FEEDFORWARD ARTIFICIAL NEURAL NETWORK AT THE OUTLET OF THE WATERSHED

SsC [gf1)

13
1.2
U6

ssc(z/l)

ssc [g/1)
B e
S S T

-
Bl

=
=]

s5C (/1)
o e
“ s = e

ssc(g/l)

sscigfl

Fig. 1:

R T:

S0 --————-Sc

o —

30 mmmmee- ScC
]
: B e S
I 1
i g
101 201 301 401 501 G0l 701 201 901
Days

Observed (So) and computed (Sc) suspended sediment

concentration from M-1 to M-8 models during testing
period at Anandpur station

(308

Internat. J. agric. Engg., 10(2) Oct., 2017 : 302-313
HIND AGRICULTURAL RESEARCH AND TRAINING INSTITUTE

cssc (g/1)

csscigh)

csscigfli

cssc g/l

csscig/l

cssc(g/l)

csscig)

essc {g/1)

y=0.726x+0.225
R2=0.986

v& 0.868% + 0,305
_R¥=0.650

3 y=llbies 012/
&7 R -0.670

2 P W O R ID /)
RE-0.667

Y- &ftilx:r,ﬂ.'}_l'j
* @ o F=0674
g

3
y = 0.b2h+ D019
24
® _r=n703
14 5

y =074+ 1RSS5

; R - 0.5/1

D06 12 LE 24 3
DssC g/}

Scatter plots of suspended sediment concentration

from M-1 to M-8 models during testing period at
Anandpur station




DANIEL PRAKASH KUSHWAHA AND DEVENDRA KUMAR

Comparison based on scatter plots :

Scatter plots are plotted between computed
suspended sediment concentration valueson ordinate and
their corresponding observed suspended sediment
concentration values on the abscissa and are shown in
Fig. 4. The observations of scatter diagramsonthebasis
of best fitlineand 1:1 line (dotted line) indicate that the
suspended sediment concentrations are over predicted
for smaller values of suspended sediment concentration
and under predicted for larger values of suspended
sediment concentration for all the methods for M-1
model. It was aso observed that the results of SRC are

very worst to predict the SSC in comparison to other
methods.

M-1 model of ANN-MLP nicely demonstratesthat
most of the data points are quite near the line of best fit
in comparison to other methods. Therefore, ANN-MLP
wasfound to be better than other methodsfor daily SSC
prediction at Anandpur station. Thevalues of co-efficient
of determination (R?) for ANN-MLP, MLR and SDR
are 0.986, 0.345 and 0.287, respectively.

Comparison based on sediment hydrographs :
Sediment hydrographs are shown in Fig. 3. It was
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observed from sediment hydrograph of ANN-MLPwhich
isvery closely predicting the peaks accurately and found
that it is best out of three sediment hydrograph. For
multiple linear regression analysis and sediment rating
curve, sediment hydrographs are over predicting the
peaks. It was also observed that sediment hydrograph
of multiplelinear regression analysisisgiving better result
than sediment rating curve.

Quantitative comparison of best ANN-MLP model
with physics based models :

Quantitative comparison isaways considered to be
effective in performance evaluation of the developed
models and free from all personal biases which occur
during qualitative evaluation. The values of indicesfor
testing period at Anandpur station for al the methods
are given in Table 3. The methods having higher values
of co-efficient of efficiency (CE), co-efficient of
correlation (r) and minimum val ues of root mean square
error (RM SE) were considered as best methods. Based
on the above criteria, ANN-MLP was found to be
performing better than MLR and SDR.

Based on comparison among ANN-MLP, MLR and
SDR for M-1 model at Anandpur station, ANN-MLP
method has the maximum values of co-efficient of
efficiency (0.9994), co-efficient of correlation (0.993)
and minimum value of root mean square error (0.0071
g/l). The order of the methods from best to worst at
Anandpur station wasfoundto be ANN-MLP>MLR >

SDR. Therefore, performance of the ANN-MLP based
M-1 model was found to be best in comparison to other
methods for prediction of daily suspended sediment
concentration at Anandpur station.

Onthe basis of comparison between qualitative and
quantitative evaluation for best method, it wasfound that
ANN-MLP method is best out of MLR and SDR for
prediction. Finally, ANN-MLP based M-6 model was
found better than all the model s and methodsin thisstudy
for the prediction of daily SSC at Anandpur station.

Summary and conclusion :

Artificial neural networks based models were
developed to predict daily suspended sediment
concentration for the Baitarani river at Anandpur station
using daily discharge and daily suspended sediment
concentration. The 30 years data (June 1977 to
September 2006) used in this study wasdivided into two
setsviz. atraining set (1977-1996) for modd calibration
and atesting set (1997-2006) for validation of models.
Eight models for Anandpur station were developed by
using various combinations of discharge and SSC and
the performance of the devel oped model swas eval uated
qualitatively by visual observations and quantitatively
using various Performance evaluation indices.
Furthermore, A comparison was made between ANN-
MLP, MLR and SDR methods for the selection of best
method.

There are following conclusions were drawn from

Table 2 : Performance evaluation indices of ANN-ML P modelsfor testing period Anandpur station of Baitarani river basin

Model Network architecture RMSE (1) . CE NTMe;tIiEng AIC VDL

M-1 2-7-7-1 0.0071 0.993 0.9994 0.3050 -11895.47 -11752.57
M2 3-9-9-1 0.0173 0.828 0.9962 1.7983 -9624.84 -9399.61
M-3 4-4-4-1 0.0114 0.833 0.9984 0.8078 -10793.12 -10717.01
M 4 5-10-10-1 0.0118 0.831 0.9982 0.8275 -10479.72 -10183.04
M-5 6-8-8-1 0.0110 0.835 0.9985 0.7122 -10754.75 -10529.52
M-6 7-6-1 0.0095 0.838 0.9989 0.5599 -11216.42 -11121.67
M-7 8-4-4-1 0.0078 0.839 0.9992 0.3699 -11714.22 -11613.25
M-8 9-5-5-1 0.0268 0.753 0.9909 4.3884 -8644.41 -8503.06

Table 3 : Quantitative comparison of ANN-ML P based M-1 model during testing period

Method RMSE (g/l) r CE

ANN-MLP 0.0071 0.993 0.9994
MLR 0.3161 0.587 -0.2645
SRC 0.2505 0536 0.2061
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the results of the study;

— It wasobserved from the sediment hydrographs
that out of eight models, M-7 very closely predict the
peaks accurately and rest of the modelsi.e. M-1, M-2,
M-3, M-4, M-5, M-6 and M-8 over predict the peaks.

— Theobservations of scatter diagramsonthebasis
of best fit line and 1:1 line indicate that the suspended
sediment concentrations are over predicted for smaller
values of suspended sediment concentration and under
predicted for larger values of suspended sediment
concentration usingM-1, M-4, M-5, M-6 and M-7 models
and over predicting for M-2 and M-8 models. It was
al so observed for model M-7 that most of the suspended
sediment concentration values are under predicted and
very few suspended sediment concentration values are
over predicted. The values of co-efficient of
determination (R?) for M-1, M-2, M-3, M-4, M-5, M-6,
M-7 and M-8 models are 0.986, 0.659, 0.670, 0.667,
0.673,0.674,0.703 and 0.571, respectively.

— Itisobserved from the scatter plot of model M-
1that all the datapointsare very closely near to theline
of best fit. Therefore, the M-1 model isfound to be best
in comparison to eight models for prediction of daily
suspended sediment concentration at Anandpur station.

— In Quantitative evaluation, the models having
minimum values of root mean square error (RMSE),
normalized mean square error (NMSE), minimum
description length (MDL) and Akaike’s information
criterion (AIC) and higher values of co-efficient of
efficiency (CE) and co-efficient of correlation (r) were
considered asbest models. Based on the sel ected criteria,
five artificial neural networks based models i.e. M-1,
M-3, M-5, M-6 and M-7 were found to be performing
better than out of the eight models. M-1 model had the
minimum values of Akaike’s information criterion (-
11895.47), minimum description length (-11752.57),
normalized mean square error (0.3050), and root mean
square error (0.0071 g/l) and maximum values of co-
efficient of efficiency (0.9994) and co-efficient of
correlation (0.993) in comparison to M-3, M-5, M-6 and
M-7 models. Therefore, the performance of the M-1
model was found to be best for prediction of daily
suspended sediment concentration at Anandpur station.
The order of models performance from best to worst
for five selected models was found to be M-1 > M-7 >
M-6 > M-5> M-3.

— Itwasalso found that number of input variables

isincreasing with dischargein theriver.

— Onthebasisof comparison between qualitative
and quantitative evaluation for best model at Anandpur
station, the M-1 model in which present day suspended
sediment concentration (SSC) depends on the present
day discharge and one lag day suspended sediment
concentration with (2-7-7-1) network architecturei.e. 2
input variables, seven-seven neuronsin first and second
hidden layers and single output processing element is
found to be best out of eight models.

— From the Comparison of M-1 model based on
sediment hydrographs for ANN-MLP, MLR and SDR,
it was observed that ANN-MLP based sediment
hydrograph very closely predicting the peaks accurately
out of sediment hydrographs of multiplelinear regression
analysisand sediment rating curve. It was al so observed
that sediment hydrograph of multiple linear regression
analysisisgiving better result than sediment rating curve.

— From the Comparison of M-1 model based on
scatter plots for ANN-MLP, MLR and SDR, it was
observed on the basis of best fit lineand 1:1 line (dotted
line) that the SSC are over predicted for smaller values
of suspended sediment concentration and under predicted
for larger values of suspended sediment concentration
for al the methods applied. M-1 model of ANN-MLP
nicely demonstratesthat most of the datapointsare quite
near theline of best fit in comparison to other methods.

— It wasaso observed that theresultsare SRCis
very worst to predict the SSC at Anandpur station.

— Therefore, onthebasisof qudlitative comparison,
ANN-MLP was found to be better than other methods
for daily suspended sediment concentration prediction
at Anandpur station. The values of co-efficient of
determination (R?) for ANN-MLP, MLR and SDR are
0.903, 0.438 and 0.313, respectively, for M-6 model.

— Under quantitative comparison among ANN-
MLP, MLR and SDR for M-6 model at Anandpur station,
ANN-MLP based M-1 model has the minimum value of
root mean square error (0.0071 g/l) and maximumvalues
of co-efficient of efficiency (0.9994) and co-efficient of
correlation (0.993). The order of the methods from best
to worst at Anandpur station was found to be ANN-
MLP > MLR > SDR. Therefore, on the basis of
qualitative and quantitative comparison among ANN-
MLP, MLR and SDR methods, ANN-MLP was found
better than the others for prediction of daily suspended
sediment concentration at Anandpur station.
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MODELING SUSPENDED SEDIMENT CONCENTRATION USING MULTILAYER FEEDFORWARD ARTIFICIAL NEURAL NETWORK AT THE OUTLET OF THE WATERSHED

— Andfinally it was concluded that, artificial neural
networks based suspended sediment concentration
model s can successfully be applied for the prediction of
daily suspended sediment concentration at Anandpur
station of Baitarani river.

List of abbreviations :

CSSC:  Compund suspended sediment
concentration

MLR: Multiplelinear regression

SRC: Sediment rating curve

SSC: Suspended sediment concentration

OSSC:  Observed suspended sediment

concentration
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